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Tabular Data



Characteristics of Tabular Data

• Heterogeneity
• Sparsity 
• Dependency on pre-processing
• Correlation might matter
• Order invariant
• Lack of prior knowledge 

(of data structure)



Evolution of Tabular Data Modelling

What’s next?



Evolution of Language Models

Zhao et al., A Survey of Large Language Models. CoRR abs/2303.18223 (2023)

For our survey, we focus 
on models that have ≥ 1 
billion parameters.



Reasons to use LLMs for Tabular Data

LLMs (compared to ML/ DL methods) :
1. Have superior transfer learning abilities

• Useful if you lack data (sample efficient)

2. Require “less” pre-processing
• Handle heterogeneous inputs
• “No need” to deal with missing values, categorical encoding, etc.

3. Exhibit general task-solving abilities
• Useful for reasoning tasks/ if you need explanations

4. End-to-end systems/ Agentic workflows
• Useful for improved performance using feedback loops
• Useful for applications that connects to other programs



Using LLMs for Tabular Data



Key Techniques in using LLMs for Tabular Data



Key Techniques in using LLMs for Tabular Data



Serialization

• Text-based



Serialization

• Text-based

Sui et al., Evaluating and Enhancing Structural Understanding 
Capabilities of  Large Language Models on Tables via Input 
Designs. CoRR abs/2305.13062 (2023)

Singha et al., Tabular Representation, Noisy Operators, and 
Impacts on Table Structure Understanding Tasks in LLMs. Table 
Representation Learning Workshop at NeurIPS 2023

text-davinci-003 
& gpt-4 (subset of data)



Serialization

• Text-based
• Embedding-based

• Use embeddings 
as inputs (esp. if 
fine-tuning 
downstream 
model)

Yin et al., TaBERT: Pretraining for Joint Understanding of Textual and Tabular Data. ACL 2020: 8413-8426

Unsupervised learning objectives:
• Masked Column Prediction (MCP)
• Cell Value Recovery (CVR)

TaBERT (not LLM)



Sidetrack… LM Training Methods

• Unsupervised or Self-
supervised pre-training 
(General Task)

• Supervised fine-tuning 
(Downstream Task)
• Instruction Tuning 

(Chatbot-like)
• Application Specific

• In-context learning 
(Prompt engineering)

https://contenteratechspace.com/a-comprehensive-guide-to-varieties-of-llm-training/

Model 
weights 
are 
changing



Serialization

• Text-based
• Embedding-based

• Use embeddings 
as inputs (esp. if 
fine-tuning 
downstream 
model)

• Use LLM to 
generate 
sentences 
(Hegselmann et 
al., 2023)

LLMs with >1B parameters
• UniTabPT (Sarkar & Lausen, 2023) with 3B parameters (based on T5 and 

Flan-T5 models))
• TableGPT (Gong et al., 2020) with 1.5B parameters (based on GPT2)
• TableGPT2 (Zha et al., 2023) with 7B parameters (based on Phoenix 7B 

(Chen et al., 2023b))
• TableLlama (Zhang et al., 2023f) with 7B parameters (based on Llama 2 

(Touvron et al., 2023))
• TableGPT with 350M, 3B, 13B or 175B parameters (based on various 

versions of OpenAI’s GPT models) (Li et al., 2023)

Cong et al., Observatory: Characterizing Embeddings of Relational Tables. Proc. 
VLDB Endow. 17(4): 849-862 (2023)



Serialization

• Text-based
• Embedding-based
• Graph-based & 

Tree-based

Zhao et al., Large Language Models are Complex Table Parsers. EMNLP 2023: 14786-14802 



Key Techniques in using LLMs for Tabular Data



Table Manipulations

Why would we want to manipulate the table?
1. To fit context lengths

• No choice: Restricted context length
• Have choice: Shorter context length == cheaper & 

better attention

2. Main table vs. auxiliary (other) tables
• E.g. metadata, table schemas
• Better performance

3. Investigate/ ensure robustness of results
• E.g. perturb data (transpose and shuffle) shouldn’t 

affect, e.g. QA outcome about sum of a column. 

Filtering, sampling, search, 
retrieval…

Metadata, summary 
statistics, column 
descriptions…
Create new features: 
Bucketing, dummy 
variables, ...

Transpose, shuffling, 
semantically renaming 
columns, …



Key Techniques in using LLMs for Tabular Data



Prompt Engineering

Similar to the rest of the LLM literature:
• Prompt format
• In-context learning
• Chain-of-Thought (CoT) and Self-Consistency
• Retrieval-augmented generation (RAG)
• Role-play



Key Techniques in using LLMs for Tabular Data



End-to-End Systems / Agentic Workflows

• Improve performance
• Better performance through self-consistency
• Self-debugging through feedback loops
• Decompose task into subtasks

• Build end-to-end systems, with the ability to
• Connect to and support multiple platforms
• Support user-interactions / Dialogue-based applications
• Provide explanations for outcomes



LLMs for Tabular Data Prediction, 
Generation and Understanding



Prediction
Let’s look at a classification task 

Dinh et al., LIFT: Language-Interfaced Fine-Tuning for Non-language Machine Learning Tasks. NeurIPS 2022



Prediction

• LIFT achieves comparable performance to most baselines.
• When the number of classes is large (~100s), both LIFT/GPT models have 

lower accuracies than many baselines.

Dinh et al., LIFT: Language-Interfaced Fine-Tuning for Non-language Machine Learning Tasks. NeurIPS 2022



Prediction

• Do we need the pre-trained LLM on natural language?

Dinh et al., LIFT: Language-Interfaced Fine-Tuning for Non-language Machine Learning Tasks. NeurIPS 2022



Prediction

• Finetuning or not? Does the training data size matter?

Dinh et al., LIFT: Language-Interfaced Fine-Tuning for Non-language Machine Learning Tasks. NeurIPS 2022



Prediction

• Exploring 
CoT: Ask GPT-
3 to explain 
its own 
prediction 
result

https://openreview.net/forum?id=s_PJMEGIUfa 
Dinh et al., LIFT: Language-Interfaced Fine-Tuning for Non-language Machine Learning Tasks. NeurIPS 2022

https://openreview.net/forum?id=s_PJMEGIUfa


Generation

Borisov et al., Language Models are Realistic Tabular Data Generators. ICLR 2023 

(a) Serialization
(b) Feature 

order 
permutation

(c) Fine-tuning

• Distilled GPT-2 (Sanh et al., 2019) with 82M parameters
• GPT-2 (Radford et al., 2019) with 355M parameters



Generation

Borisov et al., Language Models are Realistic Tabular Data Generators. ICLR 2023 



Generation

Borisov et al., Language Models are Realistic Tabular Data Generators. ICLR 2023 



Understanding
Spider dataset (Wang et al., 2018) 
and Leaderboard

https://yale-lily.github.io/spider



Understanding

• Text-to-SQL task (Gao et al., 2024) proposes:
• Question representation

Gao et al., Text-to-SQL Empowered by Large Language Models: A Benchmark Evaluation. Proc. VLDB Endow. 17(5): 1132-1145 (2024)



Understanding

Gao et al., Text-to-SQL Empowered by Large Language Models: A Benchmark Evaluation. Proc. VLDB Endow. 17(5): 1132-1145 (2024)

• Text-to-SQL task (Gao et al., 2024) proposes:
• Example selection for in-context learning

• Question Similarity Selection (QTS): Embeds questions 
(target and examples), 𝑘NN search for top K questions

• Masked: Replace table names, column names and values
• Query: Preliminary model to generate SQL query using 

question and database



Understanding

Gao et al., Text-to-SQL Empowered by Large Language Models: A Benchmark Evaluation. Proc. VLDB Endow. 17(5): 1132-1145 (2024)

• Text-to-SQL task (Gao et al., 2024) proposes:
• Example organization for in-context learning



Understanding

• Text-to-SQL task (Gao et al., 2024) proposes:
• Supervised fine-tuning (on open-sourced models)

Gao et al., Text-to-SQL Empowered by Large Language Models: A Benchmark Evaluation. Proc. VLDB Endow. 17(5): 1132-1145 (2024)



Understanding

• Text-to-SQL task (Gao et al., 2024) proposes:
• Question representation
• Example selection for in-context learning
• Example organization for in-context learning
• Supervised fine-tuning*
• Self-consistency

Gao et al., Text-to-SQL Empowered by Large Language Models: A Benchmark Evaluation. Proc. VLDB Endow. 17(5): 1132-1145 (2024)



Fine-tuning or not?

Li et al., Table-GPT: Table-tuned GPT for Diverse Table Tasks. CoRR abs/2310.09263 (2023)



Fine-tuning or not? Prediction

Generation



Fine-tuning or not? Understanding



Conclusion

• The general-purpose problem-solving capabilities of LLMs inspire 
researchers to explore using LLMs for tabular data.

• There are four key techniques/ steps: (1) Serialization, (2) Table 
manipulations, (3) Prompt engineering, and (4) End-to-end 
systems/ agentic workflows. 

• Researchers have explored LLMs for prediction, generation and 
understanding tasks. 

• The need for fine-tuning is task-dependent. It is very important for 
zero-shot settings.



Future Directions…

• Fairness and Bias
• Hallucination
• More benchmarks
• Model interpretability
• Fine-tuning strategies
• Tabular data challenges: Sparsity, correlation, etc.



A modeller’s guide

• How should my table be serialized?
• Do I need data manipulation? Do I need to reduce my data size? If so, 

how do I select relevant information? Do I have access to additional 
information? Should I perturb my data to check for robustness?

• Which pre-trained LLM should I use? Should I fine-tune an (L)LM for 
my task? 

• How should my prompts be formatted? Can I employ in-context 
learning/ CoT/ role-play strategies?

• Does my interaction with the LLM agent need to be multi-turn? In my 
application, do end-to-end workflows make sense?

• Other considerations: Fairness and bias, cost, speed, accessibility, etc.

Disclaimer: My own opinions…



When I would use LLMs for Tabular Data

• Limited data
• Quick prototyping
• Sparsity in meaningful 

categorical columns
• QA, Text-to-SQL, End-to-

end applications

• All numeric data + Column 
names are not meaningful

• Too many class labels
• No room for error in output
• If traditional methods are 

good enough

Disclaimer: My own opinions…



Questions & Feedback?
fiona.anting.tan@gmail.com

mailto:fiona.anting.tan@gmail.com


Additional Slides



Self-consistency

https://arxiv.org/pdf/2312.16702v1
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