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Causal sentence classification (CSC) classifies textual
claims into various categories of causal strengths.
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TASK

Dataset:
PubMed-
based CSci
corpus (Yu 
et al., 2019) 
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Current models are not robust to minimally perturbed
sentences that differ in causal direction and strength.

MOTIVATION
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Counterfactuals are generated purposefully for CSC by
moving sentences across labels using Causal Negation
and Strengthening.
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OUR APPROACH
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In NEGATION, we negate the direction of causal statements
from causal (c1) to no relationship (c0).
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(more templates shown in Appendix of paper)
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In STRENGTHEN, we increased the strength of causal
statements from conditional causal (c2) to causal (c1) by
exploiting modal words.
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We also experimented with other heuristics like
shortening to a root phrase or multiplying key words.
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We experimented with two baseline models.07

• BioBERT+MLP (MLP) (Yu et al., 2019)

• BioBERT+MLP+SVM (SVM)
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SOTA models are not robust to minimally altered 
sentences that change in causal direction or strength.

RESULTS
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Including a mixture of negated and strengthen edits
improve model performance.
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Inclusion of edits during training can improve
generalization in out-of-domain applications.

(Li et al., 2021) (Hidey and McKeown, 2016)
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Thank you.

Fiona Anting Tan

tan.f@u.nus.edu

https://github.com/tanfiona/CausalAugment
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Results
Motivation

Causal 

sentence 

classification 

(CSC) 

classifies 

textual claims 

into various 
categories of

We proposed generating augmented examples purposefully for CSC by

moving sentences across labels using linguistic-based Causal Negation

and Strengthening strategies. These augmentations were combined

with the original dataset for model training. We also experimented with
heuristics like shortening or multiplying root words of a sentence.

Our strengthening schemes proved useful in improving model performance, while performance varies for negation regular edits.

By including a mixture of edits when training, we achieved performance improvements beyond the baseline across both models,

and within and out of corpus' domain, suggesting that our proposed augmentation can also help models generalize.

I. Performance on CSci corpus

Methodology

We found

that models

misclassify on

augmented sentences that have been negated

or strengthened with respect to its causal

meaning. This is worrying since minor linguistic

differences in causal sentences can have

disparate meanings. For example, although the

original MLP model only achieves 12.63%

accuracy when predicting on negated examples,

once we exposed the models to some negated

examples during training, accuracy could

increase to 73.68%.

causal strengths. Our main corpus is the

PubMed-based CSci corpus (Yu et al., 2019)
with four categories of causality.

II. Performance on Out-of-Domain datasets
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