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Event Causality Identification Shared Task involved two 
subtasks related to Classification and Span Detection.
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TASK
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Subtask 1 worked directly on the Causal News 
Corpus (CNC) (Tan et al., 2022).
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DATASET

• Data Source: 
Causal News Corpus (CNC) 
(Tan et al., 2022)

• 869 news documents 

• 3,559 English sentences

• A sentence is Causal if “one 
argument provides the 
reason, explanation or 
justification for the situation 
described by the 
other”(Webber et al., 2019) 
and contains at least a pair of 
events.

Subtask 1 Inter-annotator Agreement Scores. 
Reported in percentages.

Subtask 1 Data Summary Statistics.
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We added annotations for some Causal sentences from 
CNC with Cause, Effect and Signal spans for Subtask 2.
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DATASET

• A Cause is a reason, explanation or 
justification that led to an Effect. 

• Signals are words that help to identify 
the structure of the discourse. 

Subtask 2 Inter-annotator Agreement Scores. 
Reported in percentages.

Subtask 2 Data Summary Statistics.
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We provided multiple evaluation metrics, but model 
performance was eventually ranked by F1.
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EVALUATION

• The following evaluation metrics were provided:
• Subtask 1: Accuracy, Binary Precision (P), Binary Recall (R), Binary F1 

and Matthews Correlation Coefficient
• Subtask 2: Macro P, R and F1 based on word labels

• Leader board was ranked by F1 for both tasks

• For Subtask 2, to handle predictions for examples with multiple causal 
relations:

• If more predictions (p) are provided than true relations (n), we only 
consider the first n relations.

• If fewer predictions (p) are provided than true relations (n), we assume the 
missing n-p relations have all “Other” tokens.

• Once n=p, we calculate every combination of pairs of prediction and true 
relations and retain the combination that gives us the highest score.
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We used the Codalab website to host our 
competition.
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COMPETITION

https://codalab.lisn.upsaclay.fr/competitions/2299#learn_the_details

https://codalab.lisn.upsaclay.fr/competitions/2299#learn_the_details
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Timeline06

COMPETITION

Timeline of competition.

Apr 15, 2022

• Train set 
released

• Dev texts 
released

Aug 01, 2022

• Dev labels 
released

• Test texts 
released

Aug 31, 2022

• Competition 
Ends
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There were 17 active participants who made over 100 
submissions on the test set.
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COMPETITION

37 
applied

29 
registered

17 
participated

12 
papers

Number of submissions received for test set.

Number of teams per stage of competition.
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The best F1 score for Subtask 1 was 86.19%.08

RESULTS

Subtask 1 Leaderboard.
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Many examples (100/311) in the test set could be 
predicted correctly by all participants. 
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ERROR ANALYSIS
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The best F1 score for Subtask 2 was 54.15%.10

RESULTS

Subtask 2 Leaderboard.
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Most examples were predicted wrongly by all 
participants.
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ERROR ANALYSIS
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Conclusion & Future Work12

• Two subtasks:
1) Causal Event Classification, and 

2) Cause-Effect-Signal Span Detection. 

• Each subtask attracted predictions from models that beat our 
baselines.

• Next iteration:
• More data for Subtask 2!
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Thank you.

Fiona Anting Tan

tan.f@u.nus.edu

https://github.com/tanfiona/CausalNewsCorpus
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